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Microsoft global network

60 Azure
regions 130k+ miles of fiber + 

subsea cables 160+ edge
sites 500+ network 

partners 20k+ peering
connections

Region

Edge

Network

"IP traffic stays entirely within our global network and never enters the public Internet"
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▪ Virtual machines (VM)

▪ Internet-facing (public) load 

balancers

▪ VPN gateways

▪ Application gateways

▪ VMs

▪ Internal load balancers 

(ILBs)

▪ Application gateways











By default, your VNet uses Azure-
provided name resolution to resolve 
names inside the VNet, and on the 
public Internet. 

If you connect your VNets to your on-
premises data centers, you need to 
provide your own DNS server to resolve 
names between your networks. 



Packets with destination IP address included in VNET’s address space →

send directly to destination VM

Packets with destination IP address belonging to networks connected via 

ER or IPSec → send to ER/S2S Virtual Network Gateway

Packets that do not match previous rules → send to the internet



with the same prefix length



Name: VNET1

Address space: 10.57.0.0/16 

Subnet1
10.57.1.0/24

Subnet2

10.57.2.0/25

Subnet3

10.57.3.0/25

Sytem Route (Local VNET rule)



Name: VNET1

Address space: 10.57.0.0/16 

Subnet1

10.57.1.0/24

Subnet2

10.57.2.0/25

Subnet3

10.57.3.0/25

UDR



Name: VNET1

Address space: 10.57.0.0/16 

Subnet1

10.57.1.0/24

Subnet2

10.57.2.0/25

GW Subnet

10.57.9.0/28
ER Provider’s

network



Name: VNET1

Address space: 10.57.0.0/16 

Subnet1

10.57.1.0/24

Subnet2

10.57.2.0/25

GW Subnet

10.57.9.0/28
ER Provider’s

network



Name: VNET1

Address space: 10.57.0.0/16 

Subnet1

10.57.1.0/24

Subnet2

10.57.2.0/25

GW Subnet

10.57.9.0/28
ER Provider’s

network



NICNIC

NIC

NIC

NIC

NIC

SNAT



NIC

NIC

NIC

NIC

Src IP Addr
Trusted VM IP

Dest IP Addr:
Untrusted VM IP Payload

Src Port:
65000

Dest Port:
80
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Peering connects 2 VNets together seamlessly

Works globally (across regions)!

No additional hop

Non-transitive (except gateway)

Can only ever have a single Gateway in a VNet (local or remote)



https://docs.microsoft.com/en-us/azure/virtual-machines/windows/troubleshoot-activation-problems

https://blogs.msdn.microsoft.com/mast/2015/05/18/what-is-the-ip-address-168-63-129-16/

https://docs.microsoft.com/en-us/azure/virtual-machines/windows/troubleshoot-activation-problems
https://blogs.msdn.microsoft.com/mast/2015/05/18/what-is-the-ip-address-168-63-129-16/



